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\ 2. Wikification: Task Design

/Summary

* Mention detection + entity disambiguation
] Designed the task of Japanese Wikification Onomichi is also an entrance to Shimanami Kaido.
O Constructed annotated corpora ention BEELFEGCHBEDAYOTIHY FT
O Implemented a simple wikifier
O Motivation: design an elegant framework of entity B
Japanese language analysis in the presence (Wikipedia article)| Onomichi City Nishiseto Expressway
\ of heterogeneous lexical resources J
To exploit Wikipedia as a lexical resource, we chose
1. Motivation the following task specifications:
T . . *No NIL detection for efficient candidate
» Japanese employs scriptio continua and requires enumeration

word segmentation as the first step of NLP

* Lexical knowledge, encoded as a word dictionary,
is crucial for high accuracy

* External lexical resources, like Wikipedia, are

* Cover any topics, not just named entities

* Exhaustive detection, not just important concepts
* Pro: More consistent annotation
 Con: Difficult to use Wikipedia itself for training

potentially useful but hard to be incorporated » Prefer longer mentions for consistency
*Inherent segmentation mismatch » Allow topical matching that seems unavoidable
*Need to avoid hardly predictable adverse e.g. mention manufacturer — entity manufacturing

effects in word segmentation

3. Corpus Annotation
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words 2. Yahoo! Blog (BCCWJ-OY)
phrases : ' ’ 3. Twitter
- Added another layer to multiple layers of
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Word Phrase annotation (segmentation, dependency, and PQOS)
Q‘ft'/ % gloss  ID PID word  POS  wikification
Segmentation . Onomichi 1001 002 & %3 (B Ba&Em
— . POS tagging + —— CnUNKing+ TOP 002 009 (X =N !
Lemmatization parsing + NER Shimanami| 003 004 L#E4 & 45 | B EEFSEBEYE
Kaido 004 005 ;m1&E ZE | '
Current framework GEN 005 006 @ B N---m--m--—- ’
entrance |000 00/ A Y &
Solution: COP 007 008 T ENESES]
i t00 008 009 % B=R
*Design a separate task for an external resource
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*Loose coupling with word segmentation makes it POL 8 12 8% ? Eﬁif
easier to fully exploit Wikipedia > N3 s
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BCCWJ OW 23,592 3,486

: Loose coupling
Wikification . BCCWIJ-OY 9,239 8 8
5 at the level of task design NA 2,942 37,009 3,649  .768 739
ﬁ ?ase * The last two columns show the performance of an
dict. dict. independent human annotator (= upper bound)
: 1 Ty * Correlated with the formality of text
. Segmentation |: S e A simple wikifier we created performed 5-12%
. + POS tagging + - Chunking
E 2> 3 " parsing + NER | below the human annotator
;| Lemmatization |:

* Performance w.r.t. training data suggests data

Proposed framework are enough at least for the simple wikifier




